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Abstract

Background: There are a variety of articles that have examined problems faced by
novice programmers during introductory program courses. Insufficient
problem-solving skills has been identified as a significant barrier to programming
learning. Furthermore, novices are not able to create appropriate mental models
during program comprehension.

Research goal: The use of structured flowcharts to support the program
comprehension process of novices is investigated. The effect of flowcharts on visual
attention, cognitive load, response time, correctness and subjective preference of
novices is studied.

Research Method: A within-subjects study is conducted among students.
Participants performed comprehension tasks with code snippets alone and code
snippets in conjunction with flowcharts. An eye tracker and an EEG are used to gain
additional insights. A total of 11 students took part in the experiment.

Results: Participants used flowcharts significantly as part of their program
comprehension process. Additionally, a significant effect on the correction rate and
response time was found. Participants using flowcharts answered with a higher
correction rate. However, their response time also increased significantly. Finally,
subjective preferences are largely in favor of flowcharts as well. No significant effect
on cognitive load was found.

Conclusion: Flowcharts could be an effective visual assistance during the program
comprehension of novices. Although, the use of flowcharts extended the response
time, it also increased the correctness ratio of comprehension tasks. This could
indicate that novices may develop appropriate mental models that led them ultimately
to a correct understanding of the program when flowcharts where available.

Future Work: Further studies are necessary to generalize the results. These could
consider different algorithm complexities and levels of programming experience. In
addition, other methods such as, pretest designs, think-aloud protocols, debug tasks
can be used to have a better understanding of the effect of flowcharts in code
comprehension.

Keywords: Flowcharts, program comprehension, novice programmers, visual
attention, cognitive load.



Contents

Abstract

Contents

List of Figures

List of Tables

List of Abbreviations

1

2

3

Introduction

1.1  Problem Statement
1.2 Objective
1.3 Thesis Structure

Literature Review

2.1 Program Comprehension

211  Program Comprehension Strategies

2111  Top-Down Comprehension

2.1.1.2 Bottom-Up Comprehension

21.1.3 Hybrid Program-Comprehension Strategies
2.1.2 Approaches to measure Program Comprehension
2.1.2.1 Task Performance

21.2.2 Interviews

21.2.3 Subjective Ranking

2.1.2.4 New approaches to measure Program Comprehension
21.24.1 Eye Tracking

2.1.2.4.2 Electroencephalography (EEG)

2.2 Novice Programmers

2.3 Related Work

Methodology

3.1  Goal
3.2 Independent Variable
3.3 Dependent Variable

S 00 0 N O o DN

11
14
14
15
15
17
18
19
20
20
21
21
22
25
29
31
39
39
40
40



6

3.4 Hypotheses
3.5 Participants
3.6 Confounding Factors
3.7 Experiment Material
3.7.1 Code Snippet Selection
3.7.2 Pre-questionnaire
3.7.3 Post-questionnaire
3.8 Tasks
3.9 Experiment Design
3.10 Tools
3.10.1 Eye Tracker
3.10.2 EEG
3.10.3  PsychoPy
Conduct
4.1 Participants Demographics
4.2 Procedure
4.3 Data Collection
Data Analysis and Results
5.1 Data Preparation
5.1.1 Time and Correctness Data Processing
5.1.2 Eye Tracking Data Processing
5.1.3 EEG Data Processing
5.1.4 Data Cleaning
5.2 Descriptive Statistics
5.2.1 Eye Tracking Data Results
5.2.2 Response Time, Correctness and Cognitive Load Results
5.2.3 Post Interview Results
5.3 Hypotheses Testing
5.4 Answer to the Research Question

Discussion

40
41
42
43
43
44
45
45
48
49
49
50
50
52
52
52
55
57
57
57
57
57
58
58
58
60
62
64
65
67



6.1
6.2
6.3
6.4
6.5
6.6

Visual Attention
Response Time
Correctness

Cognitive Load
Flowchart Preferences

Threads to Validity

6.6.1 Construct Validity
6.6.2 Internal Validity
6.6.3 External Validity

7 Conclusion and Future Work

Bibliography

Selbststandigkeitserklarung

67
69
70
71
71
72
72
73
73
75
77
90



List of Figures

Figure 2.1 Program comprehension process .

Figure 2.2 Cognitive theory of program comprehension by Brooks
Figure 2.3 Comprehension strategy by Schneiderman and Mayer .

Figure 2.4 Comprehension strategy by Letovsky .

14
16
18
19

Figure 2.5 Visualization of a sequence of fixation and saccades during program

comprehension .

Figure 2.6 Heatmap visualization over a code snippet.

Figure 2.7 Accuracy and precision in eye tracking .
Figure 2.8 EEG Cap .

Figure 2.9 EEG Signal .

Figure 2.10 EEG Bands .

Figure 2.11 EEG Artifacts

Figure 2.12 The Flowchart Interpreter .

Figure 2.13 Structured Flowchart Editor .

Figure 2.14 Progranimate .

Figure 3.1 First slide of the comprehension task.

Figure 3.2 Second slide of the comprehension task.

Figure 3.3 Comprehension task with Flowchart.
Figure 3.4 Tobii eye tracker .

Figure 3.5 CGX EEG Headset .

Figure 4.1 EEG Signals and Calibration.

Figure 4.2 Eyetracker Calibration .

Figure 5.1 Boxplot of Time Response Distributions.
Figure 5.2 Correctness across Algorithms.

Figure 5.3 Boxplot of Cognitive Load Distributions.

22
23
23
25
25
27
28
33
34
36
46
46
48
49
50
54
54
61
61
62



List of Tables

Table 3.1 Flowchart Standard Symbols

Table 4.1 Participants Demographics.

Table 5.1 Fixation Time Results

Table 5.2 Distribution of Fixation Time across Participants.

Table 5.3 Correctness, Response Time and Cognitive Load Results.

Table 6.1 Usage Patterns of Flowcharts.

47
52
59
59
60
69



List of Abbreviations

AOI
BACCII
BPMN
csv
EEG
EPU
FITS
FLINT
ICA

IT
SDK
SFC
STEM
UML

Area of Interest

Ben A Calloni Coding for Iconic Interface
Business process modeling notation
Comma-Separated Values
Electroencephalography

External Processing Unit

Flowchart-based Intelligent Tutoring System
Flowchart Interpreter

Independent Component Analysis
Information Technology

Software Development Kit

Structured Flow Chart Editor

Science, Technology, Engineering, and Mathematics
Unified Modeling Language



1 Introduction

The demand for graduates in computer science has experienced a significant
increase due to technological developments and the diversity of applications [1].
Computer science knowledge plays a key role in the digitalization strategies of
companies and institutions. In particular, software systems have become an
important competitive advantage in meeting the market requirements [2].

The shortage of computer scientists is slowing down economic growth in Europe.
According to the European Union Commission, there was a deficiency of around one
million IT specialists in 2020. In Germany alone, 96.000 IT-related jobs remained
empty, this is 12% greater than the previous year and it is expected that this number
will aggravate in the future [3].

Additionally, the coronavirus pandemic and the climate crisis have worsened the
situation. Companies rely extensively on software systems to respond to these new
circumstances. More now than ever, there is a necessity for efficient and appropriate
training and education in computer science to prepare students for the challenges of
actual market labor and socioeconomic crises [4].

1.1 Problem Statement

Computer Science degrees have gained popularity in the last decades. More than
2300 computer science-related study programs are offered in Germany [5].
Additionally, other technology-related degrees in the branches of Science,
Technology, Engineering, and Mathematics (STEM) include some computer science
courses in their program as this type of knowledge is required in many job positions
[6].

Computer science degrees are chosen mainly due to their job prospect opportunities.
The employability of this career is as high as 90%. Additionally, the tuition fees for
computer science degrees have been reduced in the last few years, making it an
attractive choice for students [7].

Despite all the advantages, every 3 of 10 students enrolled in a computer science
degree abandon their studies in the first year and only 50% manage to complete the
course program. The causes of this situation have been studied for more than 40
years and it is still a matter of investigation. Particularly, most of the problems that



students face and are the cause of dropout occur in the first year of the degree when
introductory programming courses are being taught [8].

The student’'s success or failure in introductory programming courses often
determines the decision about continuing or dropping out of studies. If a student fails,
drops out, or has problems approving the introductory programming courses, it is
unlikely that the student continues with the normal program course. Computer
science programs are deeply dependent on introductory program courses and the
problems will only aggravate if the student is not able to follow the pace of the
learning process [9].

Many studies suggest that learning to program is considered a problematic and
challenging task. Lahtinen et al. provide a comprehensive review of the difficulties
that students face during introductory programming courses. In this study, 559
students and 34 lecturers from different institutions were interviewed. 94% of the
students found it complex to learn the core concepts of programming i.e.,
programming structures, and programming language syntax; whereas 99% percent
found it difficult to design a program that solves a certain task. Additionally, lecturers
do not always have the correct perception of the problems of each student and are
not able to intervene quickly with the personalized help needed [10].

Introductory programming courses are challenging as different skills need to be
developed at the same time. Students are required to learn language syntax, control
structures, and programming paradigms but also to acquire problem-solving skills.
Moreover, a student has to learn how to use different tools (program development
environments, software development Kkits, libraries), which can differ across
programming languages. Additionally, further programming courses include more
theoretical background e.g., computer architectures, protocols, and networking, to
design and implement working programs. This situation could increase significantly
stress and fatigue levels, obstructing the learning process [11].

Some methods, tools, and strategies have been developed to alleviate the difficulties
that computer science students have during introductory programming courses.
Many teaching tools are based on self-assessment, for example, the popular
application TouchDevelop allows novices to practice language syntax for different
programming languages [12]. This tool aims to reduce syntax errors with different
methods, including multiple-choice and fill-in-the-blank tasks. This and other tools



have been proven effective to introduce students to the mechanics of the languages.
However, they do not train students in problem-solving or algorithm design [13].

Problem-solving is another crucial skill needed to succeed in introductory
programming courses. At its core, computer science aims to translate problem
specifications into a working computational program. Nevertheless, most computer
science students have insufficient problem-solving skills according to many studies
[14]. Westphal and Harris found that even when students understand the syntax and
elements of a programming language, they cannot put these constructs together in a
meaningful and useful way to solve a problem [15]. MacCracken performed a large
multi-institutional study with students that completed introductory program courses. It
was found that the students had good knowledge of programming elements and
programming syntax but they cannot abstract a problem into a solution efficiently
[16]. Mclver and Conway have stated that this situation occurs when students pay
much attention to the syntax and the individual elements of a programming language
and exclude the broader picture which is the problem itself [17]. Moreover, Perkins
describes how the natural tendency of novices is to go direct to code, in a
trial-and-error style, before thinking the problem through and finding a suitable
solution [18].

To improve problem-solving skills the focus should be shifted from the syntax to the
algorithm design, and how all individual pieces can be combined to solve a problem.
This is only possible if the students create the appropriate mental models [19].
Mental models consider the conceptual knowledge and the semantics of
programming language features including all the parts, functions, and interactions
that are required to execute a program [20].

Shih and Alessi discovered that experienced programmers have appropriate mental
models that allow them to precisely describe the flow of a program, its purpose, and
its output. In contrast, novices will find difficulties decomposing all essential parts that
constitute an algorithm, thus their comprehension skills will also be weak [20].
Ramalingham et al., pointed out that a primary goal in introductory programming
courses should be to help students develop appropriate mental models [21]. These
studies suggest that students need to pay equal attention to programming knowledge
(syntax and semantics) as well as problem-solving strategies [22].
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1.2 Objective

Many authors support program visualization as a method to develop correct mental
models. Tudoreanu et al., stated that program visualization has great potential for
conveying information about the behavior of a program [23]. Levy et al., noted that
visualization provides a concrete model of execution that all students need in order to
understand algorithms and programming [24]. Baldwin et al., also remarked that with
the presence of visualization, an accurate mental model can be developed by
novices [25]. Westphal et al., suggested that without the use of diagrams or any other
form of visualization, it is difficult for novices to communicate the flow of a program
[26].

Flowcharts are a type of visualization technique that describes the logic of processes
and procedures. They are used to communicate the flow of algorithms, depicting the
concepts of iteration, conditions, and sequences they are composed of. Moreover,
flowcharts can be easily understood without complicated training; they use a very
simple notation that any student can easily master. Additionally, flowcharts are
designed to aid program composition and program comprehension, skills that are
often weak in novice programmers. Using this resource, a student could focus on the
abstract concepts of programming without getting distracted by language syntax [23].

As noted in the previous section, the development of appropriate mental models is a
key point that determines the success of students in introductory programming
courses. A flowchart provides the novice with a visual representation of the
semantics of individual components and how they build up to an algorithm.
Therefore, flowcharts could be useful instructional aids for the development of
appropriate mental models of programs [24].

Flowcharts could influence the code comprehension of novices, by allowing them to
visualize the flow of execution, the semantics of control structures, and how the
individual pieces interact to form higher-level concepts [25]. The present master
thesis studies the effect of flowcharts on the program comprehension of novices. To
this effect, however, this research does not solely rely on performance metrics such
as correctness and response time but also examines how novices' visual attention
and cognitive load change due to the presence of flowcharts. The inclusion of an
eye-tracker and EEG device in this study is an important milestone, toward a clear
understanding of the advantages and disadvantages of algorithm visual
representations in introductory programming courses. The Eye-tracking device will
provide exact information about novices’ gaze behavior over flowcharts, particularly
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whether flowcharts are actually used. Moreover, an EEG device allows to investigate
whether the active usage of flowcharts alleviates the cognitive load in novices.
Finally, the correctness ratio and response times are evaluated accordingly. The
research question is formulated as:

RQ: What Is the impact of flowcharts on code comprehension of novice
programmers?

1.3 Thesis Structure

The present work is structured as follows:

Chapter 2 (Literature Review): As a first step, it is critical to establish the theoretical
background used to tackle the problem in the investigation. This forms a frame of
reference in which suitable concepts, methodologies, and theories to approach the
research problem are defined. In this chapter, the program comprehension theories,
methods of measuring program comprehension, and the theory of novice
programmers are discussed. Moreover, existing studies related to the problem of the
investigation and the status of the knowledge are also presented. Studies concerning
the use of algorithm visual representations in program comprehension of novices are
considered. Their findings constitute a guide to continue the specific line of research
and contribute to the knowledge base.

Chapter 3 (Methodology): In this chapter, the suitable methods and strategies to
measure program comprehension presented in the previous chapter are selected.
This includes variable definition, hypothesis definition, and operationalization. The
material and tasks used to measure the effect of flowcharts on program
comprehension of novices are also explained. Finally, the design of the study is
defined.

Chapter 4 (Conduct): The implementation of the design proposed in the previous
chapter is presented. This includes the detailed procedure to collect the data and the
different data formats.

Chapter 5 (Data Analysis): After the data is collected, preprocessing and data
cleaning procedures take place. In this chapter, the results are described and
analyzed using statistical and visual techniques. Finally, hypothesis testing is
conducted and the research question is answered.

12



Chapter 6 (Discussion): Interpretation of the results is given and the findings are
related to the research question. The threads to validity are also included.

Chapter 7 (Conclusion and Future Work): The conclusion and future scope of the
research topic are discussed.

13



2 Literature Review

This chapter highlights the theory of code comprehension, comprehension strategies,
and approaches used to measure code comprehension. The technical features of
eye tracking and EEG devices are also discussed. Finally, related work on the effect
of visual representations of algorithms over code comprehension is reviewed.

2.1 Program Comprehension

Program comprehension is defined as an internal cognitive, problem-solving, and
iterative process that aims to discover the purpose and meaning of source code [27].
In other words, program comprehension is the process of understanding what the
program is doing and how it is implemented by different methods as illustrated in
Figure 2.1.

Keep values in mind

Analyze words and
symbols

public static void main(String[] args) {
String word = "Hello";
String result = new String();
for (int j = word.length() - 1;
j >= 05 j--)
result = result + word.charAt(j);
System.out.println(result);
}

Integrate to state-
ments and chunks

Figure 2.1 Program comprehension process [28].

Program comprehension is the main activity performed in software maintenance. In
this stage of the software development process, developers need to understand
entire codebases in detail making it an extremely demanding, expensive, and difficult
task. During the maintenance process, developers must study source code that also
changes over time and is continuously growing. Therefore, code comprehension is a
key activity during software development, and it is a growing concern for software
development companies. It is required developers to have great program
comprehension skills as they need to establish a fast and efficient understanding of
the source code [29]. Chaparro et al. stated that high code comprehension skills
improve significantly the maintenance stage of software [30].

Additionally, software features are changed or added on the go during the software
development process. In these cases, developers need to make changes to the
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source code according to new requirements. The ability to read and comprehend a
program that others have made is also a challenging task. It is well known that
software engineering is performed by a team rather than by an individual, where the
work is divided and assigned across individual members. Consequently, code
comprehension is required in multiple software engineering tasks and its role is
crucial to successfully assemble and maintain codebases [31].

2.1.1 Program Comprehension Strategies

Different comprehension strategies have been proposed to explain how readers
understand code. The strategy used by readers aims to create a mental model i.e.,
an internal representation of the program being studied. Using these strategies, the
reader creates a representation of the concepts, relationships, dependencies, and
other dynamic and static aspects of the source program [32].

The program comprehension process depends on how much knowledge the reader
can use to understand the source code. Readers who know a program’s domain use
this knowledge during the program comprehension process. Depending on the
amount of domain knowledge, there are three different kinds of program
comprehension strategies: top-down models, bottom-up models, and integrated
models. These strategies are discussed in the following sections [32].

2.1.1.1 Top-Down Comprehension

In a top-down comprehension strategy, the reader starts from a higher-level domain
and goes to a lower-level domain. It is a fast and efficient strategy where readers use
domain knowledge to quickly understand the source code intent. The most influential
works on this strategy are the theories developed by Brooks, in 1983, and by
Soloway and Ehrlich in 1989 [32].

In his cognitive theory, Brooks defends that program comprehension is
hypothesis-driven. That is, the reader creates a primary hypothesis about the source
code, which is very general, and goes to a lower-level domain to discover the
answer. Meanwhile, that primary hypothesis is subdivided into a hierarchic structure
of hypotheses that are tested one after another as illustrated in Figure 2.2 [33].

The hypotheses are validated with the help of beacons in the code. Beacons are a
set of features, marks, or structures commonly used to identify concepts in programs.

15



Readers confirm and refine their hypothesis by quickly jumping between these
beacons or other points of interest. If the program confirms their hypotheses, readers
have understood its purpose. If any hypothesis cannot be validated, the reader has to
use another comprehension strategy [33].

Source Code
Primary
(1) Hypothesis

N

Subsidiary
Hypothesis

Subsidiary
Hypothesis

) /\

Subsidiary
Hypothesis

Subsidiary

Hypothesis

(3) /\

Subsidiar_y Subsidiary
Hypothesis Hypothesis

(4) A

Subsidiary Subsidiary
Hypothesis Hypothesis

A

X A A

Figure 2.2 Cognitive theory of program comprehension by Brooks [34].

Soloway and Ehrlich’s theory also follows a top-down approach, however, it is based
on programming plans and the rules of programming discourse. The former are
“‘generic program fragments that represent stereotypic action sequences in
programming” [35], and the latter “capture conventions in programming and govern
the composition of plans into programs” [35]. The process is complete when the
reader has associated the programming plans with the program goals. The authors
state that these are features that only expert programmers have. Thus, their theory is
only observed on expert readers.
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Top-down comprehension requires lower cognitive effort than bottom-up
comprehension since the process starts with an initial hypothesis and program
statements are understood conjunctively. Thus, readers use top-down
comprehension whenever possible [36]. This is of course not viable with novices due
to their lack of experience, instead, they mostly use the bottom-up comprehension
strategy, which is explained in the following section.

Many studies have identified the importance of beacons during this strategy.
Wiedenbeck performed several experiments to evaluate their role in program
comprehension. Such studies concluded that beacons are a critical aspect that
influences greatly the comprehension process [37]. However, they have also
remarked that inappropriate beacons mislead greatly program comprehension [38].

Finally, Shaft and Vessey demonstrated how domain knowledge plays an important
role in program comprehension. Experienced programmers may read source code
like a beginner if they are not familiar with the domain [39].

2.1.1.2 Bottom-Up Comprehension

As opposed to the top-down strategy, during the bottom-up strategy, the reader starts
from a lower-level domain and goes to a higher-level domain. The most important
works on this strategy are the theories developed by Shneiderman and Mayer [40], in
1979, and Pennington [41], in 1987. Another work, although not a theory, is that of
Basili and Mills [42], in 1982.

According to Schneiderman and Mayer, the reader uses programming knowledge to
abstract source code fragments into chunks which are stored in the short-term
memory as illustrated in Figure 2.3. Thus, the source code is decomposed into
several code fragments which could be mapped to high or low concepts. These
chunks are thoroughly studied, using the different concepts of programming
knowledge until they are mapped into higher-level concepts. For this, the reader
refers to the long-term memory, where domain knowledge is stored [40].

Pennington states that the reader starts the comprehension process by getting
information from the source code to create an abstract control flow. In this first step,
the reader discovers the program execution order. Then, in a bottom-up process, the
reader creates a more specific model that includes data-flow and functional
abstractions of the program [41].

17
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Figure 2.3 Comprehension strategy by Schneiderman and Mayer [34].

2.1.1.3 Hybrid Program-Comprehension Strategies

Hybrid strategies are cognitive models that incorporate both top-down and bottom-up
strategies of program comprehension. Several authors argue that the program
comprehension process is not as rigid as following a top-down or a bottom-up
strategy, so alternative strategies have been proposed [43].

Letovsky provides an opportunistic view of the process of program comprehension.
This strategy defines three main components: the programming knowledge, the
mental model, and the assimilation process. The latter is the process in which the
reader uses the programming knowledge base and any other resource e.g.,
documentation, to generate and improve the mental model as illustrated in Figure
2.4. During the assimilation process, the reader can select the bottom-up or top-down
strategy, considering the one that is more valuable to finish the task [44].

Littman et al. suggest that the strategies of program comprehension can be used
depending on the needs of the reader. In a given moment, the strategies can be
changed from one approach to another, in an opportunistic manner. The authors
conclude that when adhering to a single strategy, the time consumption is higher, but
the knowledge gathered is also higher. On the other hand, when using a hybrid
strategy, the reader takes less time to comprehend the program, and the knowledge
acquired is focused on fragments of the source code, and not as a whole [45].
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Figure 2.4 Comprehension strategy by Letovsky [34].

Koenemann and Robertson claim that “program comprehension is best understood
as a goal-oriented, hypotheses-driven problem-solving process” [46]. The authors
also state that the reader focus on the parts of the source code that are relevant for
the program comprehension. Readers will employ first the top-down approach to
establish hypotheses. The bottom-up approach is then used when hypotheses
verification fails.

Von Mayrhaser et al. analyzed the strategies developed by Soloway and Ehrlich and
Pennington, and created the Integrated Model. This model embodies the program
model, situation model, the top-down model, and programming knowledge.
Depending on the experience of the reader, the integrated model can be started with
a top-down approach, if the reader has experience in the domain; or by the
construction of the program model, otherwise [29].

Other works include the one of Xu [47], who presented a new approach based on the
constructivist learning theories and on Bloom and Krathwohl's taxonomy of the
cognitive domain [48]. Furthermore, Guéhéneuc [49] proposed a theory of program
comprehension that includes vision science aspects, in order to extend Brooks’ and
von Mayrhauser’s models.

2.1.2 Approaches to measure Program Comprehension

Several approaches have been used to measure program comprehension. In the
following sections, the relevant approaches to this study are discussed.
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2.1.2.1 Task Performance

Task performance is a method for measuring participant behavior from an objective
and quantitative perspective. In program comprehension research, response time
and correctness are often measured. Task performance is an indirect way to
measure participants' understanding of a certain domain. Participants who have deep
knowledge domain will probably solve the tasks effectively. Though, participants who
do not have the necessary knowledge or skills will need more time to complete the
task (response time) or will solve tasks incorrectly (correctness) [50].

One of the main advantages of task performance is that can it be used to study the
behavior of large groups. The measurements can be collected individually or in
groups, in presence or in an online setting. Thus, it is less demanding to implement a
study with a large number of participants as with other approaches. This is especially
advantageous in reaching the minimum significance levels [50].

Response time is the time a participant takes to complete a comprehension task.
This measurement can be used both for studying the differences between
participants and also for comparing the performance of the same participant with
different tasks. For example, a participant can study a task with different levels of
complexity which will potentially change the comprehension process. The underlying
assumption is that the response time is also an indicator of perceived difficulty [50].

Correctness measures the ratio of correct responses. This metric is useful to
measure the limits of participants' understanding of a domain. If a participant cannot
solve a task correctly, their thought process and subsequent mental model are not
appropriate. Plenty of program-comprehension studies have used task performance
as the main method to measure program comprehension. For example, Soloway and
Ehrlich designed a fill-in-the-blank code task for novice and expert programmers.
Using task performance, they found significant differences between novices and
expert programmers [51].

2.1.2.2 Interviews
Interviews aim to understand the internal thought processes of participants [52]. In

most cases, the verbalization process happens after a given task or after completing
a study. Interviews allow to have a better understanding of participants' experiences.
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Interviews are generally used in combination with quantitative methods in program
comprehension studies. For example, Xia et al., observed 78 programmers during
their workday to study the importance of program comprehension in everyday work.
They found that program comprehension accounts for an important part of the tasks,
especially for less experienced programmers. The authors also conducted interviews
to confirm their quantitative data [53]. Similarly, Roehm performed a study for 45
minutes and a subsequent interview, where participants could give more details
about the experience. The study concluded that programmers focus on doing a given
task without having a deep understanding of the underlying concepts required [54].

Interviews are a simple method to collect more information about a participant's
behavior and thoughts, however, its correct implementation could be challenging [54].
The researcher may introduce bias during the interview or the analysis of qualitative
data [55]

2.1.2.3 Subjective Ranking

Subjective rating is a method where participants state their perceived
comprehension. For this, the Likert scale is often used (e.g., “How well did you
understand the presented code snippet?” with five answering options: “not at all”, “a
little”, “about half’, “mostly understood”, “fully understood”, [56]) or a semantic
differential scale (e.g., “How difficult is the presented code snippet?” with five

answering options: “simple”, “somewhat simple”, “medium”, “somewhat complex”,
“‘complex”, [57]). Subjective rating maps participant’s perception to quantitative data,

but is limited to the question.

Subjective Ranking is also frequently used in program-comprehension studies. For
example, Miara et al. used subjective ranking to find the best indentation levels for
programming. The study found that an indentation level of 2 of 4 spaces is ideal
according to participants' perceptions [58].

2.1.2.4 New approaches to measure Program Comprehension
Different tools and technologies have been used to get additional insights into the

program comprehension process. These techniques are discussed in the following
sections.
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2.1.2.4.1 Eye Tracking

Eye tracking is one of the most popular tools used during program comprehension
research. Eye tracking tools capture participants’ visual attention by following their
eye movements over a screen [59]. Modern Eye tracking technology can provide
eye-gaze data with high temporal and accurate spatial resolution. This technology
has been used widely in many domains where human visual attention is critical. For
example, in the usability domain, this technology is used to test the design of web
pages [60].

Eye tracking data consists of a sequence of horizontal and vertical coordinates of the
screen. As screen sizes may differ, it is necessary to perform a calibration and
validation process to ensure precision and accuracy. After the data is collected, an
event detection algorithm is used to calculate fixations and saccades over the raw
gaze data. A fixation is a stable spatial eye gaze, which typically lasts for 100-300
ms. When fixation occurs, the participant cognitively processes the fixated visual
point. A saccade is a transition between fixations. During these transitions, the
participant is unable to process the visual stimulus [59].

A scan path is the sequence of saccades and fixations that the participant followed to
visualize the stimulus. An example of a scan path is illustrated in Figure 2.5. A heat
map portrays the distribution of fixations, where the intensity and density of fixations
are coded into colors as illustrated in Figure 2.6. Many metrics have been proposed
to analyze eye gaze data quantitatively: the number of fixations, average saccade
length, and the number of visits to a specific area of interest (AOI) [61].
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Figure 2.5 Visualization of a sequence of fixation and saccades during program comprehension [62].

22



Figure 2.6 Heatmap visualization over a code snippet.

The quality of the data depends on the accuracy and precision of the eye tracker tool.
Accuracy describes the difference between the actual and measured eye gaze and
precision refers to the consistency of the difference between the actual and
measured eye gaze. Accuracy and precision are illustrated in Figure 2.7 [62].
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Figure 2.7 Accuracy and precision in eye tracking [63].
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Eye tracking has been widely used in program comprehension studies. Crosby and
Stelovsky et al., found differences between the eye-gaze patterns of novices and
expert programmers [64]. Sharif and Maletic conducted a study with eye tracking to
analyze the effect of variable naming on program comprehension. They found that
programmers can read underscore-style variable names faster than camel case style
[65].

Busjahn et al. studied the linearity of the reading order in programmers. The authors
concluded that programmers do not follow a strict linear order as in natural text.
Additionally, experts read source code less linearly than novice programmers [66].
Additionally, lkehara and Crosby showed that eye-tracking data could be used to
predict task difficulty in program comprehension studies [67].

Eye-tracking tools provide also other measurements that could be used to analyze
participants' performance. One of these measurements is pupil dilation. This metric is
often associated with the cognitive load when subjects perform cognitive processes
[68]. Beatty and Kahneman’s studies demonstrated that the number of digits to be
remembered correlates with pupil dilation [69]. Similarly, Hess and Polt concluded
that pupil dilation correlates with the difficulty of mathematical calculations [70].
Overall, several studies have established that pupil dilation can measure accurately
mental states [71]. However, the use of pupil dilatation has many disadvantages as it
is affected by many external factors especially light. Thus, preprocessing is often
needed in addition to stable environmental conditions during the experiment [72].

Pupil dilation has also been used as part of program comprehension research. Ford
et al. used eye-tracking metrics including pupil dilation, saccades, and blink rates to
identify the mental states of programmers [73]. Behroozi et al., used also pupil
dilatation to measure cognitive load while programmers write code [74].

Blink rate and duration are other eye-tracking metrics that can reveal processes of
goal-directed behavior [75]. Using blink rates as a research tool is also challenging
as many factors influence it. Fatigue, air humidity, and room temperature can affect
the blink rate [76]. Ford et al. proposed blink rates as a possible measure for the
analysis of remote interviews [77]. However, Behroozi et al., stated that blink rates
are not a significant metric to distinguish mental states. Nevertheless, blink duration
has exhibited important differences, when participants’ cognitive workload increases
[78].
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2.1.2.4.2 Electroencephalography (EEG)

Electroencephalography (EEG) is a technique that detects brain electrical activity
with sensors placed on the participant’s scalp. These electrodes receive weak
electrical potential (5-—100uV) of the activity of large groups of neurons in the brain
[79]. An EEG device is illustrated in Figure 2.8.

Figure 2.8 EEG Cap [80].

The real-time recording of brain electrical activity lacks a reproducible pattern, as can
be seen in Figure 2.9. It resembles a very irregular signal with a small amplitude of
around 10-100pV. The signal captured by the electrodes is weak since it is
attenuated by the scalp and the outer layers of the brain, therefore it is easy to
confuse it with random noise [79].
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Figure 2.9 EEG Signal [81].

The brain waves recorded by the electroencephalograph can be analyzed in the
frequency and time domains. Due to the complexity of the shape of the signal in time,
analysis of the EEG signal often focuses on the power spectrum. The spectrum of an
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EEG signal has historically been divided according to some frequency bands
denoted with the Greek letters a, B, 0, 6, and y; However, over time, new bands have
been discovered and, in some cases, overlap with one another, and differ in
characteristics such as location or brain functions. The most important bands are
described next and illustrated in Figure 2.10 [82]:

e Delta Band: Delta waves have great amplitude and low frequency. They are
typically between 1 and 4 Hz and have amplitudes of 20 to 200 pV. It is found
in healthy adult individuals, exclusively during deep sleep. If detected in an
awake person, it may indicate that there is some kind of abnormality in the
brain.

e Theta Band: Theta waves have frequencies between 4 and 8 Hz and appear
in childhood, although adults can also present them in periods of emotional
stress and frustration. In addition, these waves are present when fatigue is in
its earliest phase. It is located in the parietal and temporal zones.

e Alpha Band: The alpha rhythm is manifested mainly in the frequency band
from 8 to 13 Hz, with amplitudes ranging between 20 and 60 pV. They are
found on the electroencephalogram of most healthy adults, with eyes closed
or with visual rest, awake in a calm and resting mental state. The alpha rhythm
is blocked or attenuated by attention, especially visual attention, and mental or
physical exertion. During deep sleep, alpha waves also disappear. It is
observed mainly in the posterior area of the head, in the occipital, parietal, and
posterior temporal regions.

e Beta Band: These small amplitude signals, below 20uV, have a frequency
between 13-30 Hz. They are common and predominate during adulthood. It is
usually divided into low beta, medium beta, and high beta. The low beta
rhythm is usually localized to the frontal and occipital lobes, and the other two
are less localized. More irregular than the alpha rhythm, it is associated with
psychophysical activity, states of agitation, and alertness.

e Gamma Band: This rhythm is manifested at frequencies greater than 30 Hz
and amplitudes between 5 and 10 V. It is a harmonic activity that occurs in
response to sensory stimuli, such as aggressive sounds or flashing lights. This
signals can be observed in a large area of the cerebral cortex, manifesting
mainly in the frontal and central areas.
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Figure 2.10 EEG Bands [83].

Technical and biological artifacts may affect the analysis of EEG signals as illustrated
in Figure 2.11. Technical artifacts are all those that are related to the electronic part of
the signal acquisition process and external agents i.e., magnetic fields, noise from
the input preamplifier, aliasing, or A/D converters. Biological artifacts are those
inherent to the organism. Some of the artifacts found in the EEG signals are
presented below [84]:

e Ocular Artifacts: Ocular components are generated by the movement of the
eye. Each retina creates an electrical field that can be observed with the EEG.
This type of signal is divided into 2 components: horizontal and vertical. In
general, any ocular component can be observed in the range of frequencies
below 5 Hz.

e Muscle Artifacts: The origin of muscle artifacts is located usually in the frontal
and temporal regions. The duration of the potential is twenty milliseconds, and
can have amplitudes between 0-10 mV and frequencies from 50Hz to 150Hz;
it depends on the muscle involved and the subject.
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e Respiration Artifact: This component lasts for several seconds and is very
slow. In this artifact, the cut of the current in the electrodes due to the
reduction of the impedance can be seen.

e Cardiac Artifacts: These components are generated by cardiac activity,
which is why they are related to electrocardiograms. They have a very typical
pattern known as a QRS complex that becomes easily recognizable in the
signal. These artifacts occur at frequencies of about 1 Hz.

e Line Artifacts: Generated by the proximity of the EEG electrodes to
electricity-generating sources, this artifact is characterized by having
frequencies between 50 and 60 Hz, depending on the region. This type of
artifact is relatively easy to remove by applying filters with a lower frequency
range.
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Figure 2.11 EEG Artifacts [85]

Many studies have shown that alpha and theta frequency bands correlate to mental
workload and working memory activity. Cognitive load affects the power of these
bands in opposite ways. When a subject has a strong cognitive load the theta power
increases while the alpha power decreases. Therefore, the ratio of the power of
these bands is a popular indicator of cognitive load [86].

In software engineering, EEG has been used to study the cognitive load of
participants comprehending code. For example, Crk et al., used EEG to study the
power in the alpha band across different programmer expertise levels. They found
that participants with higher program experience have also a higher alpha band
power during program comprehension tasks [87].

Yeh et al. used EEG to study the cognitive load while programmers comprehend
confusing code patterns in C [88]. The authors found that confusing code patterns
are related to a higher power in the theta band. [89].
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Kosti et al. studied the cognitive load of participants during comprehension tasks and
syntax-finding tasks. They could confirm that the former induced a higher activity in
the theta bands and are therefore more demanding. Furthermore, they developed a
method to predict the subjective difficulty of comprehension tasks based on the wave
patterns collected by the EEG. [90].

Lee et al. studied the brain activity of programmers with EEG during program
comprehension and found significant activation in the left frontal lobe [91]. In a
follow-up study, Lee et al. used additionally eye tracking analysis. Using both
techniques the authors could successfully predict task difficulty and programmer
expertise [92].

Ishida et al. found a significant increase in the power of the alpha band when
programmers finished a comprehension task [93]. Madeiros et al. used EEG to study
the accuracy of code complexity metrics and found an insignificant correlation for all
frequency bands [94].

2.2 Novice Programmers

The comprehension process in novice programmers has been studied since the
1970s. Soloway and Sopher examined different aspects of novice programming in
their work titled: "Studying the Novice Programmer" [95]. Similarly, Hoc and Sheil
reviewed methodological issues in introductory programming courses [96].
Additionally, Robins and Rountree [97] and Pears et al. [98] studied specific cognitive
strategies, difficulties, and misconceptions in novices.

A common method found in the literature to study novice programmers is to compare
them with experts. Soloway and Spohrer found deficits in the novices’ understanding
of language constructs such as loops, arrays, and recursion, as well as incapacity to
plan and test code in comparison with experts [95]. Similarly, Winslow mentions that
novices have superficial knowledge, lack appropriate mental models, and have an
inefficient “line by line” approach to programming. The author also states that it takes
around ten years for a novice to become an expert programmer [99].

According to Brown and Altadmrie, the most frequent mistakes made by novices are
the method invocation with wrong arguments, unbalanced parentheses, and return
statements [100]. Lishinki et al., state that the problem-solving abilities of students
correlate with their performance in programming courses [101]. Similarly,
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Barlow-Jones and der Westhuizen found a strong correlation between logical and
numerical reasoning and performance in introductory programming courses [102].

Ducasse et al. remark that novices spend most of their time debugging during
programming, however, this activity is still difficult for them due to their limited
knowledge [103]. Moreover, novices have difficulties understanding their programs
when they do not follow the problem specification. Additionally, bug-finding and fixing
activities take longer for novices as they cannot comprehend easily compiler error
messages.

Despite the extensive research in this area, there is no consistent way to define
novice programmers. Instead, different characterizations are used in the literature to
describe and classify novice programmers. These methods are presented as follows:

The number of years has been used extensively to discern novices from experts.
Lister, states that novices are programmers who have been actively learning
programming for 3 or 4 years [104]. Sillito et al., consider instead the number of
years an individual has been programming professionally. Subjects with less than 2
years of professional programming experience are considered novices [105].

Some researchers assess the educational background of subjects to categorize
novices. This includes the education level i.e., undergraduates and graduates,
grades of assignments or tests, number of programming languages they are familiar
with, or how many programming courses they have taken. For example, Ricca et al.,
classified undergraduates as novices and graduates as experts [106].

The size of programs written by subjects is another metric used to classify novices.
Subjects that have participated in projects writing more code have a higher
programming ability than those who have written less code. For example, Muller
used the number of lines of code of the largest program written to classify
programmers. Programmers with the lowest expertise have written programs up to
500 lines of code [107].

Self-estimation has been proposed as an appropriate metric to measure
programming experience. For example, Kleinschmager et al. [108], and Feigenspan
et al. [109] found a correlation between the individuals' self-estimation and their
performance in comprehension tasks and programming courses. Bunse used a
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five-point scale to classify programmers' expertise. Individuals in the first and second
points of the scale were considered novices.

Some studies used a pretest to evaluate the subject's programming experience. For
example, Biffl et al., [110] used a pretest to create three groups of different
programming skill levels (novices, intermediates, and experts).

Finally, a supervisor is included in the study to estimate the experience of the
subjects. Gallis Hans et al., used this technique to classify participants into novices,
intermediates, and experts [111].

2.3 Related Work

Flowcharts have been used in computer programming since the 1940s. Many books
are entirely dedicated to flowcharting and standards have been proposed due to their
extensive usage. Flowcharts are a graphic representation through which the different
operations that make up an algorithm or part of it are represented, establishing their
chronological sequence. A flowchart is composed of boxes of different shapes to
denote different types of operations. Arrows are used then to connect these shapes;
the direction of the arrow denotes the flow of execution. The purpose of flowcharts is
to facilitate the reading, understanding, processing, and memorizing of the
information presented [15].

In software engineering, flowcharts have been extensively used due to their
advantages. First, errors or omissions can be detected easier from a flowchart than
from source code. Second, the flow of a flowchart can be understood easily and
quickly. Third, it is a useful type of documentation, especially in the case of
modifications [112].

Flowcharts could be effective tools for computer science students when writing and
understanding algorithms. In the literature, there are studies that both support and
contradict this statement. For instance, Schneiderman et al., conducted a controlled
experiment to evaluate the advantages of flowcharts during program comprehension.
In this investigation, one group of students examined code snippets, and another
studied only flowcharts instead. The results indicated that there was no significant
difference in their performance in terms of correctness [113].

Scanlan conducted a study to also evaluate the benefits of flowcharts. 82 students of
computer science were separated into two groups. One group used pseudocode and
the other only flowcharts to comprehend different algorithms. It was found that the
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group studying flowcharts: took less time to comprehend the algorithms, had fewer
errors, had more confidence in their understanding, and referred fewer times to the
algorithm [114].

Hendrix studied the effectiveness of control structure diagrams in code
comprehension. In a similar setting as prior experiments, a group of 94 students were
equally divided into two groups. One group studied source code only and the another
one the source code rendered with control structure diagrams. The second group
performed significantly better in terms of response time and correctness [115].

Cabo evaluated the effectiveness of flowcharting as a tool to learn Python. It was
found that the ability of students to solve problems using flowcharts is a good
predictor of their capacity to solve problems with Python. The majority of students
found flowcharting easier than python and reported that it helped them to understand
how to write programs in this programming language [116].

As computer science acquired significant popularity with technological developments,
the need for more effective teaching tools also increased. From the 90s, some
programming environments based on flowcharts and other types of visualization tools
were developed. For example, Calloni and Bagert created BACCII and BACCII++ to
support the teaching of procedural and object-oriented programming courses at
Texas Tech University. Using these tools students can create flowcharts with a
syntax-directed interface that is composed of a palette containing shapes
representing different statements. The tool makes all necessary connections and
allows the insertion of only correct statements. A study was performed at the end of
an introductory programming course to evaluate empirically the tool. Students using
BACCIlI and BACCII++ achieved significantly higher grades on their exams and
assignments. Furthermore, more uniform learning was achieved as the variance of
grades was reduced when the tool was employed [117].

Crews and Ziegler developed FLINT, also known as the flowchart interpreter. It was
created at Western Kentucky University to support the introductory programming
course. With this tool, students can create structured and syntactically correct
flowcharts through the use of a builder interface. The program allows the execution of
algorithms in a step by a step manner and saves the information for later review by
the instructor. A study was performed to compare empirically flowcharts with
programs written in Qbasic during code comprehension. It was found that students
needed less time to comprehend structured flowcharts, performed fewer errors, had
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greater confidence, and referred fewer times to the flowcharts [118]. These results
are in conformance with those of Scanlan.

Hooshyar et al, created FITS, an intelligent tutoring system based on flowcharts,
where students can learn programming concepts and improve their problem-solving
abilities. Students can navigate learning materials and create programs in a flowchart
development environment. Using Bayesian Networks, the system can mimic a
human’s tutor action adapting itself to the needs and deficiencies of the students. In a
controlled experiment, students using FITS experienced a significant improvement in
their problem-solving abilities compared to the control group, which did not use the
tool. Furthermore, the tool has shown to be considerably effective for students with
different levels of prior knowledge [119].

Cilliers et al., created B#, a visual environment that was developed at Nelson
Mandela Metropolitan University to support the introductory programming course. B#
incorporates an iconic language and a programming environment. In a 9-week study,
the performance of 59 students was evaluated. Half of the participants used PASCAL
and the other half both textual and visual representations. The study found that the
performance of students during the course improved significantly with the inclusion of
the visual representation in addition to the text [120].
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Figure 2.12 The Flowchart Interpreter [118].

Carlisle et al.,, developed RAPTOR. It is defined as a visual programming
environment that supports students in understanding imperative and object-oriented

programming techniques. Users choose from a palette the appropriate symbol to
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build the desired flowchart. RAPTOR alerts whenever an error is committed so the
programs should be fixed right away. This tool generates automatically the
corresponding source code in C#, C++ and Java. A study evaluated the benefits of
this tool during the teaching of programming courses for 3 consecutive semesters. It
was found that RAPTOR helps in developing problem-solving capabilities and
understanding the flow of control of algorithms [121].

Marcelino et al., created SICAS, which is another teaching tool that was designed to
support students in introductory programming courses. Based on constructivist
theories, SICAS aims to enhance the problem-solving skills of students. The student
can create and validate the created flowchart if the teacher provides a set of
input/output data. The flowchart can be translated automatically into pseudo-code, C,
or Java. The tool was further developed into a collaborative version called
SICAS-COL and into an application for mobile devices. There was no empirical study
associated [122].

Watts created SFC Editor (Structured Flow Chart Editor). This is a development
environment for algorithms that was developed at Sonoma State University. Students
can select different structures and create flowcharts with the necessary data.
Additionally, the corresponding pseudo-code is automatically generated and
flowcharts can be saved and shared across users [123].
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Figure 2.13 Structured Flowchart Editor [123].
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Areias et al., developed ProGuide, another flowchart-based environment that guides
students in solving programming problems. The student can create flowcharts for the
proposed problem, the tool will present the student with warnings, hints, and
examples whenever possible [124].

Progranimate is a web e-learning platform for creating and executing flowcharts. The
platform allows the synchronized execution of the flowchart and the corresponding
source code. The tool was evaluated with high school and university undergraduate
students showing positive results [125].

Iconic Programmer is another tool that allows the development of programs with
flowcharts. Tracing, debugging, and automatic generation of code in Java and C are
also supported [126].

Other forms of programming visualization like visual programming languages have
appeared to facilitate the comprehension of algorithms. Green and Petre evaluated
View, a popular visual programming language in a quantitative study. The study
evaluated the code comprehension of experienced programmers with C and View
programming languages. It was found that in most cases it was more difficult to
understand algorithms when they were represented by the visual programming
language [127].

Whitley et al. examined the comprehensibility of LabVIEW, a visual programming
language, with a semantically equivalent textual language. Three types of tasks were
used: Tracing, parallelism, and debugging. The results show that subjects using the
visual programming language have a better performance in parallelism and
debugging tasks. However, participants using the textual representations performed
better with tracing tasks [128].

Algorithm animation is another technique where users can visualize the behavior of
an algorithm based on its flow and operations. Crosby and Stelovsky studied
algorithm animations in an educational context. The researchers conducted an
investigation where a group of students interacted with algorithm animations and
another group had a regular algorithm lecture. It was found that the students who
studied algorithms through animation performed better in comprehension tasks
afterward [129].}
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Hansen et al. [130] found that students that learned an algorithm using algorithm
animation had greater performance than students who learned the same algorithms
using textual representations. Similarly, Stasko et al [131] performed a study where
one group of students learned data structures with algorithm animation and another
by studying standard textual materials. The animation group performed better in the
post-test but the difference was not statistically significant. Lawrence [132] also
performed a similar study where students learned different algorithms through both
visual and text methods. No statistical significant difference was found between the
groups.
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Figure 2.14 Progranimate [125].

Price et al., [133] studied the effect of algorithm animation in debugging. During an
experiment, two groups of students debugged the same program. One group used
algorithm animation and another standard code. The study did not find significant
differences between the two groups in debugging tasks. Similarly, Mulholland [134]
compared a graphical tracer with a textual tracer empirically, participants that used
the graphical tracer were able to solve fewer tasks than the other group.

Heijstek et al., evaluated graphical representations in software architecture. During a
study, 47 participants examined both visual and textual artifacts representing
software architecture design. The study did not find that any representation is
significantly more effective in this area. Additionally, experienced programmers prefer
textual representations [135].
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Dzidek et al., studied the costs and benefits of using UML in software engineering.
The authors conducted a study with professional programmers. It was found that
UML has a great impact on the maintenance of software systems. However, its use
does not significantly increase the time required to perform maintenance tasks [136].

BPMN (Business process modeling notation) is used to represent service-oriented
computing processes. Birkmeier et al. studied the effectiveness of BPMN in
comparison with UML Activity diagrams. The results of the study indicate that the
languages have no differences in effectiveness or subjective preference [137].
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3 Methodology

A controlled experiment is the selected method to evaluate the effect of flowcharts on
the program comprehension of novices. This is a systematic research approach, in
which one or more independent variables are varied while keeping external factors
constant. The effects of the variation over one or more dependent variables are
observed and analyzed [138].

As a starting point, the goal, variables, and hypotheses of the study are defined. The
hypotheses will state the possible relationships between variables. The definition of
these parameters will influence the experiment design and subsequent phases of the
study. The characterization of variables and hypotheses is also known as
operationalization as a set of suitable operations is chosen to collect, measure and
analyze the data and test the hypotheses [138].

3.1 Goal

Section 1.1 highlighted that problem-solving is one of the key skills that novices lack
during introductory programming courses. This refers to the ability to transition from a
problem specification to a working algorithm. In this process, mental models are
crucial and students who cannot develop appropriate mental models are significantly
disadvantaged. These students will find introductory programming courses tedious
and difficult and are likely to drop out. Therefore, training in problem-solving skills and
the development of mental models should be an important part of any introductory
programming course [10].

Visualization techniques such as flowcharts could provide novices with an
appropriate mental model of the programming concepts and structures that compose
an algorithm. They could be used as an effective teaching tool due to their small
learning curve and simplicity. Flowcharts focus on control structures such as
selection and iteration and emphasize program composition and the flow of
execution. This allows the novice to concentrate on the problem while minimizing the
impact of complex programming syntaxes [25].

This thesis studies the effect of flowcharts on the program comprehension of novices.
The results of the present thesis could be a useful starting point to find suitable
flowchart-based teaching methods that potentially alleviate the difficulties of novices
in introductory programming courses. The research question is stated as follows:
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RQ: What is the impact of flowcharts on the program comprehension of novices?

3.2 Independent Variable

Independent variables are intentionally varied and their influence over dependent
variables is studied and analyzed. The independent variables are altered according
to some predefined levels which are also referred to as treatments [138]. In this
study, the independent variable is the presence of flowcharts during the
comprehension process. That is, whether a flowchart is present or not in conjunction
with the semantically equivalent source code.

3.3 Dependent Variable

Dependent variables are the outcome of a study. Their behavior will depend on
variations of the independent variable [138]. In this study, the dependent variable is
the impact of program comprehension. For this, the following measuring factors have
been selected:

e Visual Attention: Operationalized as fixation time over the stimulus.

e Correctness: The ratio of the number of correct answers and total answers.

e Response Time: Total time that a participant needs to study an algorithm to
submit an answer.

e Mental Workload: Operationalized as the theta-to-alpha ratio of an EEG signal.

e Subjective Preference: Whether participants prefer flowcharts in addition to
code snippets.

3.4 Hypotheses

In order to study the impact of flowcharts on the code comprehension of novices, the
first step is to evaluate whether the participants actually refer to flowcharts. Next, the
impact of flowcharts on the measuring factors of the dependent variable is analyzed.
As found in the literature, flowcharts could be very effective for both writing and
comprehending algorithms. Therefore, the following hypotheses are stated:

H1: Participants refer to flowcharts in addition to code snippets.
Ho1: Participants do not refer to flowcharts in addition to code snippets.

H2: Participants using flowcharts take less time to complete the comprehension
tasks.

Ho2: There is no significant difference in response time of comprehension tasks due
to the use of flowcharts.
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H3: Participants using flowcharts answer with a higher correction rate.
Ho3: There is no significant difference in correctness of comprehension tasks due to
the use of flowcharts.

H4: Participants using flowcharts have a lower cognitive load during the
comprehension tasks.

Ho4: There is no significant difference in cognitive load during comprehension tasks
due to the use of flowcharts.

H5: Participants prefer flowcharts in addition to code snippets.
Hob5: Participants do not prefer flowcharts in addition to code snippets.

Hypotheses 1-4 are evaluated quantitively. The fifth hypothesis is evaluated
qualitatively through a post-interview as indicated in section 3.7.3.

3.5 Participants

This study focuses on the program comprehension process of novices. However,
there is no consensus on the specific traits that novice programmers have. Instead,
several definitions have been proposed in the literature considering different aspects
such as level of education, number of years programming, size of programming
projects, or grades as noted in section 2.2. This study considers novice programmers
as a mixture of all these definitions in order to facilitate the recruitment process. A
pre-questionnaire is used to evaluate the programming experience of the participants
and to ensure that they can be considered novices according to at least one
definition [139].

The information on academic programming experience, professional programming
experience, and knowledge of programming languages and paradigms are collected
along with demographic data. Self-estimation is also used to measure programming
experience. The participants are asked to estimate their programming skills
compared with their coursemates and professionals with 20 years of experience.

Basic programming knowledge is required to participate in the study. This includes
control structures, arrays, variables, and the basic syntax of the java programming
language. Participants should be older than 18 and have at least 1 hour of time
availability.
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To recruit participants, a description of the study is posted in Opal forums and social
media groups of different modules held by the Computer Science Faculty of
Chemnitz Technology University. The participants are offered 10 Euro compensation
for their participation independent of their performance. The anonymity of the results
is also ensured. The invitation includes a link to reserve a spot according to the
participants' availability. The demographics of the participants are presented in
section 4.1.

3.6 Confounding Factors

Confounding factors are external unwanted variables that could also influence
dependent variables besides the independent variables [138]. These factors should
be controlled using suitable methods to minimize bias. A comprehensive list of
confounding factors for experiments in software engineering is defined in [140]. The
relevant confounding factors for the present study and related control techniques are
described as follows:

e Program experience is a major confounding factor in code comprehension
studies. In [141], Falessi et al. stress that recent and relevant experience has
a great impact on comprehension tasks. In the present experiment, only
participants that comply with at least one definition of novice programmer in
section 2.2 are considered. A pre-questionnaire is used to verify this
requirement.

e Evaluation apprehension can be present in the experiment if the students
consider that their performance may affect their grades [140]. To control this
confounding factor, participants are told that the results are anonymous and
their performance has no effect on course marks or the compensation money.

e Fatigue and Mortality are important factors that are related to the loss of
concentration and the unwillingness to complete tasks [140]. To avoid their
effect, a single short session is designed.

e Process conformance is needed to avoid biased results [140]. Participants are
instructed to complete the tasks without any help and in an uninterrupted
manner. Additionally, the time that participants needed to complete the tasks is
tracked. If this time is too long or too short compared with the results of other
participants due to distractions or other reasons, the corresponding results are
discarded.
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Mono-method bias happens when only one measure is used to quantify the
variable [140]. Both the response time and correctness of answers are
considered for the analysis of data.

Selection refers to the procedure used to select participants [140]. This
procedure was explained in the previous section.

Study Object Coverage confounding factor is present when participants do not
complete the whole experiment [140]. Incomplete task results are excluded
from the analyzed data.

Learning and Ordering effects refer to how the order of tasks influences the
results. Participants could learn in early tasks and show a different
performance in final tasks [140]. To exclude this effect, the order of tasks is
randomized. Moreover, mock tasks are presented at the beginning of the
experiment so participants get used to the experimental setting.

The size of the Study Object and Tasks refers to the material used in the study
[140]. These are presented in following section.

Interindividual differences are always present in controlled experiments. They
refer to the variation between individuals in traits, behaviors, or characteristics
[142]. This confounding factor is controlled by using a within-subject design.

Intelligence refers to the ability to solve problems. As the age of a person is
strongly related to the participants [143], a pre-questionnaire is designed to
avoid big differences in the population age.

3.7 Experiment Material

The material for the present study consists of code snippets, pre-questionnaire, and
post-questionnaire. This material is described in the following sections.

3.7.1 Code Snippet Selection

Selected code snippets have a great influence on the participants' performance and
behavior in the study. To establish appropriate selection criteria, it is necessary to
have a deep understanding of the capabilities and knowledge of the participants and
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the goal of the study [144]. The following are the criteria considered for code snippet
selection:

e The code snippets should not include domain knowledge. As the participants
are novice programmers, they could skip code snippets that require specific
knowledge or experience such as advanced methods or classes. This
situation could increase greatly the response time, participants could lose
interest and the experiment data would be insufficient to answer the research
question [144].

e The code snippets should be challenging enough so that participants are likely
to study the algorithm using both the source code and flowcharts. If code
snippets are trivial participants could complete the comprehension tasks easily
by looking only at the source code. Challenging code snippets are likely to
generate useful data that allows the analysis of the usage of flowcharts by
novices.

e The code snippets should enforce the bottom-up strategy. The presence of
beacons in code snippets may facilitate significantly the comprehension,
generating bias in the results [145].

e The code snippets should include the concepts that are taught in introductory
programming courses i.e., control and conditional structures. Advanced
programming concepts could confuse the participants.

e The code snippets should have already been used as material in other
studies. This will ensure that the snippets are suitable for a program
comprehension study. New code snippets require to be tested thoroughly in
pilot studies requiring more time and participants.

Using these criteria, 14 code snippets are selected. These materials are suitable to
find the impact of flowcharts in code comprehension of novices.

3.7.2 Pre-questionnaire

A pre-questionnaire is created to measure programming experience and collect
demographic information [139]. It is also necessary to control the experience of the
participants with flowcharts, as individuals with more experience are likely to perform
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better compared with inexperienced subjects. The following questionnaire is then
implemented:

3.7.3

How long have you been programming for educational purposes? (In years):
How long have you been programming professionally? (In years):

How do you estimate your programming experience on a scale from 1 to 10?
How do you estimate your programming experience compared to fellow
students and experts with 20 years of a practical experience on a scale from 1
to 57

How do you estimate your experience using flowcharts to visualize or design a
program on a scale from 1 to 5?

How experienced are you with the following programming languages on a
scale from 1 to 5?7 Java, C, Python, JavaScript.

How many additional programming languages do you have moderate
experience with?

How experienced are you with the following programming paradigms on a
scale from 1 to 5?7 Functional programming, Object-oriented programming,
Imperative programming, Logical programming

Post-questionnaire

Post questionnaires are an important part of the study as they give insight into how
the participants solved the tasks. These questions help to discover patterns,
preferences, or strategies regarding the use of flowcharts during the comprehension
process of novices [138]. This short interview starts with questions about how the
comprehension tasks were solved and whether any strategy was followed. After that,
a discussion about the advantages or disadvantages of flowcharts takes place. The
post-questionnaire questions are stated as follows:

How did you solve the tasks?

Did you use a specific strategy to solve the tasks?

How much did you refer to the flowcharts and how much to the code?

For which task did you spend more time, when there was a flowchart present
or not?

Do you prefer tasks where the flowchart was present or not?

Do you think there is an advantage or disadvantage when the flowchart is
included along with the code? Why?

44



3.8 Tasks

During comprehension tasks, the participants are challenged to understand some
code. If the subject claims to have achieved the necessary understanding, this
should be proved by performing correctly some tasks. Different comprehension tasks,
such as correction, debugging, and coding, have been used in literature. The
comprehension task should be aligned with the aim and the resources available in
the study [144].

An output task is selected as it allows a fast measurement and data collection without
compromising internal validity [144]. In this study, the participants are given code
snippets in conjunction with flowcharts. The participants are asked to determine the
output of the presented algorithm. Variable obfuscation is used to minimize beacons
[145]; thus, the bottom-up approach is enforced. The comprehension task can be
summarized as follows:

e Each comprehension task is composed of two slides. On the first slide, the
participant sees a code snippet and possibly a flowchart, and is asked to
determine the output. The code snippet and the flowchart will contain the input
and all information needed to solve the task as illustrated in Figure 3.1.

What would the function return when called?

public static Integer function1() {
int arr[]l = { 4, 3,5, 7,9, 3};
int numl = 5;

for (int i = 0; i < arr.length; i++) {
int num2 = arr[il];

if (num2 > numl) {
return num2;
}
b

return null;

b

Figure 3.1 First slide of the comprehension task.

e On the second screen, the participant will see four options and has to select the
correct answer. If the participant does not know the answer, a skip option is
available as illustrated in Figure 3.2. This will guarantee unbiased results.
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6 4 8 7 Don't know

»

Figure 3.2 Second slide of the comprehension task.

As noted before, a flowchart may be present in conjunction with the code snippet.
The design of flowcharts must not introduce additional bias. For this, the following
criteria are considered regarding the flowchart aesthetics:

e Only the standard symbols should be used in program flowcharts. These are
illustrated in Table 3.1.

e The program logic should depict the flow from top to bottom and from left to right.

e Each symbol used in a flowchart should contain only one entry point and one exit
point, with the exception of the decision symbol.

e All decision branches should be well-labeled.

e The flowcharts should include the exact same text as the corresponding code
snippet. This includes type annotations (int), semicolons (;), and methods
(System.print.out).

e The syntax highlighting is kept in both the source code and the flowcharts. Syntax
highlighting is used in major IDEs and participants would behave differently if this
is removed from the code snippets.

e The borders of the shapes in flowcharts have the same color as the syntax
highlighting in the source code. In this way, a color balance between flowcharts

and code snippets is achieved.

e The font sizes and line spacing are chosen to facilitate the analysis of the visual
attention data. The font size should be also comfortable to read.
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Shape Meaning

Oval: Represents the starts or the end
of a flowchart
[ int num = 3; } Rectangle: Used for arithmetic

operations and data manipulations.

num > 0 ? .. .
‘ Rhombus: Used for decision making

No Yes between two or more alternatives

Table 3.1 Flowchart Standard Symbols

Following these criteria, the flowchart design selected is illustrated in Figure 3.3. This

design will potentially minimize bias and allow the collection of useful visual attention
data.

public static int function1() { !

int arr[]l = {1, 2, 5, 6, 3, 8 }; int arr[] = {1, 2, 5, 6, 3, 8};

int counter = 0; int counter = 0;
int i =0;

i < arr.length ?
No Ye

]

al[il] ¥ 2 1=0 ?
No Yes

for (int i = @; i < arr.length; i++) {
if (arr[i] % 2 != 0) {
counter++;

I

return counter;

return counter;

Figure 3.3 Comprehension task with Flowchart.

3.9 Experiment Design

The within-subjects design is used in the experiment for the following reasons: First,
it requires smaller samples as compared with a between-subject design. Second, it is
statistically powerful, which means it can detect small influences on the population.
Finally, it excludes the effect of individual differences which represents an important
confounding factor; this aspect is hard to control and large samples are required to
mitigate its effect in other designs [146].
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As the within-subject design is chosen, participants will perform both comprehension
tasks with code snippets in conjunction with flowcharts and code snippets alone. The
design is described as follows:

e There will be a total of 14 comprehension tasks, 8 comprehension tasks with
code snippets in addition to flowcharts and 8 with code snippets alone.

e The participants will have 30 minutes of experiment time to complete as many
tasks as possible.

e The comprehension tasks with and without flowcharts are alternated across
the experiment.

e The order of the code snippets selected in section 3.7.1. is randomized across
participants to avoid order and learning effects.

e After each comprehension task, participants have a 10-sec cross fixation task
rest.

e A mock task is also used at the beginning of the session to mitigate learning
effects.

3.10 Tools

The equipment and software selected to conduct the experiment are described in the
following sections.

3.10.1 Eye Tracker

Eye tracking refers to the process of measuring where participants are looking, also
known as the point where the gaze is fixed. These measurements are carried out by
an eye tracker, which records the position of the eyes and the movements
participants make [147].

The selected Eye Tracker is the Tobii Pro X3-120 EPU. This device uses invisible
infrared light and high-definition cameras to project light into the eye and record the
direction it reflects off the cornea. Advanced algorithms are then used to calculate the
position of the eye and determine exactly where to focus. This makes it possible to
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measure and study visual behavior and fine eye movements since the position of the
eye can be mapped 120 times per second [148].

Figure 3.4 Tobii eye tracker [148].

The eye tracker is positioned below the stimulus screen as illustrated in Figure 3.4.
The resolution of the monitor is 1920 x 1080 pixels, with a physical screen size of
511 x 28.7 cm. The distance between the participant and the screen is
approximately 60 cm and the distance to the eye tracker is approximately 65 cm.
Communication with the eye tracker is achieved using the Tobii SDK controlled
through Python running on Windows 10.

3.10.2 EEG

The device selected for the recording of EEG data is the CGX Quick-20r. This is a
wireless EEG headset that uses dry sensors as illustrated in Figure 3.5. The
channels are positioned according to a 10-20 montage. Wireless technology allows
the subject to move freely while real-time data is collected. The headset obtains
high-quality EEG data with no complicated preparation. The device uses different
mechanisms and replaceable dry sensors to adjust to various scalp shapes and
sizes, maintaining electrodes’ position in a standard montage. The EEG signal is
sampled with a frequency of 1000Hz and converted to digital data at 24 bits of
resolution [149].
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Figure 3.5 CGX EEG Headset [149].

3.10.3 PsychoPy

Psychopy is an open-source software written in Python language to present stimuli
and collect participants’ input. This software uses OpenGL graphics to generate a
stimulus of high visual precision. Psycophy is used to generate a full-screen
presentation where the code snippets and flowcharts are presented. Responses are
gathered via the keyboard. Participants can move between options with the arrow
keys and select the answer by pressing the spacebar [150].
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4 Conduct

The implementation of the present study is described in the following chapter. The
individual steps that had to be carried out for execution are explained. In addition, the
participants in the study and the collection of the data are described.

4.1 Participants Demographics

A total of 11 participants initiated and finished the test. The participants are students
of Computer Science-related programs of the Technology University Chemnitz.
Participants have 3 to 5 years of academic programming experience. Only two
participants had professional programming experience of up to 1.5 years.
Participants also self-estimated their programming experience according to
classmates and experts with 20 years of experience. Most of the participants stated a
moderate programming experience compared to classmates and insufficient
programming experience compared to experts. Additionally, participants also
estimated their java programming experience to be moderate. Additionally, the
experience of the participants with flowcharts was mostly vague or non-existent. The
participants' demographics are summarized in Table 4.1.

Male 7
Female 4
Age (in years) 26+3
Learning Programming (in years) 4 +1
Professional Programming (in 051
years)

Java Programming (in years) 2+1
Flowchart Experience 05+£05

Table 4.1 Participants Demographics.
4.2 Procedure

In this section, the detailed process of the study from the recruitment to the
post-interview is described:

1. An invitation message is posted in the opal course forums and social media
groups of different modules held by the Computer Science Faculty of Technical
University Chemnitz. The invitation states that the participation is voluntary, that it
will not affect course grade, and that 10 euros are given as compensation.
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The invitation contains a website link, where participants can choose a time slot
according to their availability. The scheduling platform informs the participants
that the study will last 1 hour and that is conducted on the university campus.

After participants have chosen a suitable time slot, an email is automatically sent
containing a brief description of the experiment and general information. The
email contains a link to the pre-questionnaire.

The participants fill in the pre-questionnaire used to collect demographics and
programming experience-related information.

The student is received in the lab and the following instructions are given:

e The study will last approximately 30 min, during this time it is important to
avoid any distractions and focus solely on the tasks.

e The participant will be presented with some small programs written in Java.
The task is to state the output of the presented program.

e The participant should try to answer all tasks if possible. But any task can be
skipped if the participant is unsure. This is important to get unbiased results.

e The visual gaze data is captured with an eye tracker. A calibration process is
needed to configure correctly the device.

e An EEG device is also used to collect brain activity during the experiment. a
calibration process is also needed and it will last approximately 5-10 minutes.

e |t is important that the participant stays as relaxed as possible and minimizes
body movements to collect useful data.

The EEG is calibrated, for this, every electrode in the EEG cap should be
individually positioned. The duration of this process depends on the calp size and
shape. The software CGIX is used to visualize the impedances of each
electrode. if the impedance is acceptable a green light will be shown as
illustrated in Figure 4.1. Every electrode should have a suitable impedance to
conclude this step.

The eye tracker is calibrated. First, the participant sits approximately 60 cm apart
from the screen. Then, the monitor height is adapted to the participant. The
program Eye-tracker Manager will show a green screen as illustrated in Figure
4.2 if the participant is correctly positioned. Then the calibration process starts.
For this, the participant has to watch 12 points distributed on the screen. In the
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end, the accuracy of the calibration is calculated and visualized. This process is
repeated if the accuracy is low.
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Figure 4.1 EEG Signals and Calibration [150].

8. The participant is ready to begin the experiment. The study presentation is
projected on the screen. The instructions and general information is repeated on
the first slides.

9. Some training tasks are presented, these consist of a brief explanation of
flowcharts followed by mock tasks that allow the participant to familiarize
themself with the experimental setting. Two mock tasks are used. One containing
a code snippet, and the second one with both the code snippet and flowchart.

Figure 4.2 Eyetracker Calibration [148].
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10. The participant starts the comprehension tasks. Between each comprehension
task, a 10-sec cross-task is presented.

11. If the participant finishes the 14 tasks or if the 30 min time frame is over, the
experiment ends. The EEG cap is removed from the participant.

12. The post-questionnaire interview is conducted. This questionnaire is necessary
to gain better insights into the overall experience and to find out the preferences
of the participants regarding the use of flowcharts.

13. The compensation is given to the participant and he/she leaves the lab.

4.3 Data Collection

After the study ends successfully, the data gathered has 3 formats:

1. The participants’ answers and response times are collected in CSV files.
These files are generated by Psycophy software once the study ends.

2. The Visual attention data containing the x and y coordinates of both the left
and right eyes are stored also in CSV files. These files are generated using
the Tobii Eye Tracker SDK for Python.

3. The EEG data containing 19 channels that map to different regions of the
brain is collected in the XDF format. The output stream of the CGX software is
recorded and collected in real-time.
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5 Data Analysis and Results

The present study's objective is to analyze the effect of flowcharts on the program
comprehension of novices. Different measuring factors have been chosen for this
purpose: visual attention, correctness, response time, cognitive load, and subjective
preference. Data related to these measuring factors has been collected by
conducting a within-subject controlled experiment. The preprocessing,
characterization, and analysis of the data are presented in this chapter. Finally, the
hypotheses are tested and the research question is answered.

5.1 Data Preparation

Data preparation includes the cleaning, processing, and transformation of data into a
valuable format. This process will facilitate the evaluation of hypotheses by removing
potential bias or irrelevant data that could interfere with the analysis.

5.1.1 Time and Correctness Data Processing

The response time and answers of the participants are recorded in CSV files. The
CSV files contain the columns participant, snippet, response time, and correctness.
The correctness column can contain the values “yes” or “no” depending on whether
the participant answered correctly or not. The participants had also the option to skip
a certain comprehension task. In this case, the corresponding value in the column
correctness will be “skip”. Python scripts are used to extract the data from the CSV
files.

5.1.2 Eye Tracking Data Processing

Eye Tracking data is recorded in CSV files containing the gaze position of
participants during each comprehension task. The 12CM algorithm is used to identify
the fixations of the participants from the raw stream of (x, y) coordinates [151]. AOls
are defined to relate the fixations to the source code region or flowchart region of the
stimulus. The total fixation time over the code snippet and flowchart regions is
calculated by summing up the respective values.

5.1.3 EEG Data Processing

The EEG data processing is based on spectral analysis of the electrical brain activity.
First, a 0.5-40 Hz bandpass filter is applied to remove noise and other unwanted
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signals. Next, an ICA process is performed to remove electrical components related
to eye movements, muscular activity, or other unwanted artifacts [152]. Finally, the
theta-to-alpha power ratio of the EEG signal is computed as it has a strong
correlation with cognitive load [86].

5.1.4 Data Cleaning

The data cleaning is performed over the results obtained in the previous steps. The
observations containing a value of “skipped” in the correctness column are
discarded. Additionally, values greater than 2 standard deviations from the mean are
considered outliers and are removed. Comprehension tasks with response times
shorter than 10 s are discarded as well. The final results are described in the
following sections.

5.2 Descriptive Statistics

In this section different strategies such as tables, box-plots, bar charts, and
percentages are used to describe the collected data. These methods summarize the
most important features of the results and facilitate the evaluation of the hypotheses.

5.2.1 Eye Tracking Data Results

The eye-tracking data is used to examine if participants referred to flowcharts during
comprehension tasks. During the study, each participant completed comprehension
tasks with code snippets only and with code snippets in conjunction with flowcharts.
The total fixation time of the code snippet region and the flowchart part of the
stimulus is calculated for each algorithm. Table 5.1 shows the distribution of the
fixation times.

Participants had a mean fixation time of 104.95 s over code snippets alone. When
flowcharts are present in addition to code snippets, participants fixated 90.65 s over
code snippets and 30.98 s over flowcharts on average. The fixation time over code
snippets is reduced by 14.3 s (13.62 %). Furthermore, the total fixation time over the
stimulus increases by 16.67 s (15.88 %) when flowcharts are available.
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Code Alone

Code in addition to Flowchart

Algorithm Total Mean Total Mean Mean Mean
Responses Fixation Responses = Fixation Fixation Fixation
Total (s) Time Time Total (s)
Code (s) @ Flowchart (s)
concatlists | 5 104.64 5 104.43 3193  136.36
countEvenNumbers | 5 80.81 5 71.2 23.95 95.15
crosssum | 6 92.24 4 117.46 20.02 13748
decimalToBinary | 5 99.99 4 104.18 60.74 164.93
diffPosAndNegNumbers | 4 102.09 5 94.89 16.2 111.08
dropNumber | 4 174.51 6 101.8 58.49  160.29
findTheLargest | 5 99.41 6 59.12 47.22 106.34
firstAboveThreshold | 6 100.32 3 88.68 38.96 127.64
hindex | 3 148.38 2 141.21 28.12 © 169.33
integertoString | 3 127.9 5 122.15 3342 155.58
isPrime | 4 59.44 4 43.22 22.24 65.46
multiplicationByAdding | 5 79.58 5 81.67 3.75 8542
removeDoubleCharacter 4 114.02 4 100.44 28.43 @ 128.87
s
sumOfintervalNumbers | 5 122.03 4 68.28 10.33 78.61
TOTAL | 64 104.95 62 90.65 30.98  121.62

Table 5.1 Fixation Time Results

To further analyze the collected data, it is necessary to decide for each observation if
the flowchart was actually used. For this, a minimum threshold of 10% of the total

fixation time is defined. If a participant fixated more than the defined threshold over a
flowchart, it is considered that the flowchart was used. Table 5.2 shows the number
of comprehension tasks where flowcharts were used and the fixation time distribution

for each participant.

Code Alone Code with Flowcharts
Participant Total Mean Total No. of tasks Mean Mean
Responses @ Fixation | Responses where Fixation Fixation Time
Time (s) Flowcharts Time Code = Flowchart (s)
where used (s)
Participant1 | 3 148.65 4 4 140.54 25.53
Participant 2 | 5 69.58 6 4 95.99 44.48
Participant 3 | 7 105.17 7 3 96.72 14.45
Participant 4 | 4 163.34 3 3 141.38 61.83
Participant5 | 7 103.22 7 0 87.64 3.18
Participant 6 | 6 109.28 6 2 122.3 9.11
Participant 7 | 7 91.71 6 0 94.17 0.21
Participant 8 | 4 147.84 3 3 20.93 86.61
Participant9 | 7 74.28 6 5 82.37 73.76
Participant 10 | 7 89.55 7 7 29.02 64.83
Participant 11 | 7 110.7 7 0 101.19 2.66

Table 5.2 Distribution of Fixation Time across Participants.
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Table shows that two participants used flowcharts extensively (Participants 9 and 10).
These participants referred to flowcharts in five and seven comprehension tasks
respectively. Five participants used flowcharts in four or three comprehension tasks,
one participant used them in 2 comprehension tasks, and three participants did not
use flowcharts at all. Overall, flowcharts were used in 31 out of 62 comprehension
tasks.

5.2.2 Response Time, Correctness and Cognitive Load Results

The results for correctness, response time, and cognitive load are visualized in Table
5.3. The table includes the information for every algorithm and two task variants, i.e.,
when the code snippet is alone and when a flowchart is available in addition to the
code snippet. However, only the 31 observations when flowcharts were used are
considered for the analysis. The number of responses for each algorithm differs as
not every participant saw all algorithms.

Code Alone Code with Flowcharts
Algorithm Total Correctness Mean Cog. Total Correctness Mean Cog.
Responses in % Response Load Responses in% Response Load
Time (s) (s)
concatlists | 5 0.4 11913 = 0.62 3 1 188.31 | 0.66
countEvenNumbers | 5 0.6 96.39 0.78 2 1 148.87 0.61
crosssum | 6 0.5 105.29 0.67 2 0.5 181.53 0.52
decimalToBinary | 5 0.2 115.59 0.65 3 0.33 169.04 0.86
diffPosAndNegNumbers | 4 0.75 116.29 0.82 1 1 122.43 0.95
dropNumber | 4 0.25 188.32 0.68 5 0.6 189.31 0.69
findTheLargest | 5 0.6 114.27 0.84 3 0.67 144.14 0.6
firstAboveThreshold | 6 0.33 114.47 0.59 2 1 148.23 0.96
hindex | 3 0.33 166.26 | 0.49 1 0 223.08 @ 042
integerToString | ) 0.33 140.82 1.12 2 0.5 230.55 0.27
isPrime | 4 0.5 77.79 0.64 3 0.67 71.42 0.46
multiplicationByAdding | 5 1 96.43 0.41 1 1 75.61
removeDoubleCharacters | 4 0.5 128.33 0.63 2 0.5 190.51 0.69
sumOfintervalNumbers | 5 0.6 132.39 0.48 1 1 91.84
TOTAL | 64 0.5 119.59 0.66 31 0.68 160.57 0.65

Table 5.3 Correctness, Response Time and Cognitive Load Results.

The results regarding response time are illustrated in Figure 5.1. Participants
completed comprehension tasks with algorithms alone in 48.97 — 237.34 s
(mean=119.59 s), and comprehension tasks using flowcharts in 73.91 - 257.19 s
(mean =160.57 s). This represents an increase of 40 s (34.26 %) in the mean
response time when flowcharts are used.
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Figure 5.1 Boxplot of Time Response Distributions.

The correction rate for comprehension tasks with code snippets alone is 0.5%. For
comprehension tasks when participants used flowcharts, the correction rate is 0.68%.
It is important to note, however, that fewer observations were considered for the latter
calculation as flowcharts were not used in every comprehension task where they
were available. Figure 5.2 illustrates the correction rate for each algorithm. It can be
seen that the correction rate of comprehension tasks when flowcharts are used is
greater for 10 out of 14 algorithms, it was lower for 2 algorithms, and equal for one

algorithm.
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Figure 5.2 Correctness across Algorithms.
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The results for cognitive load are visualized in Figure 5.3. Boxplots are used to
represent the distributions of cognitive load for comprehension tasks with code
snippets alone and comprehension tasks when flowcharts were used. The cognitive
load is operationalized as the ratio of the relative power of the theta and alpha bands
of the EEG signal. The mean cognitive load for comprehension tasks with code
snippets alone is 0.66 and with code snippets in addition to flowcharts is 0.65.
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Figure 5.3 Boxplot of Cognitive Load Distributions.

5.2.3 Post Interview Results

As mentioned in the methodology a short interview was conducted after the
participants finished all the comprehension tasks. The data gathered in the
post-interview is used to evaluate the fifth hypothesis: Participants prefer flowcharts
in addition to code snippets. Below is the summary of the responses collected during
this phase of the study:

e Did you use a specific strategy to solve the tasks? Most participants stated that
they focused on the iteration part of the algorithm to solve the tasks. They first
calculated the upper and lower limits of the iteration control structure and then went
through each iteration till the desired result was found. Two participants stated that
they tried to divide the algorithm into clusters especially when it was too long or
difficult to follow. One participant stated that he recognized parts of some algorithms
which facilitated the comprehension process.
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e How much did you refer to the flowcharts and how much to the code? The
responses were divided: Two participants stated that they referred extensively to the
flowcharts while solving the tasks. Five participants stated that they used flowcharts
sometimes. And four participants stated that they focused on the code snippets only.

e For which task did you spend more time, when there was a flowchart present
or not? Most of the participants who claimed to have used flowcharts stated that
they felt the flowcharts helped them to solve the comprehension tasks faster although
that it would depend on the type of algorithm. Two participants stated that because
they used flowcharts to verify the answer obtained, probably the time response was
higher when flowcharts were used.

e Do you prefer tasks where the flowcharts were present or not? Seven
participants stated that they preferred comprehension tasks when there were
flowcharts available. Four participants stated that the code snippet was enough to
solve the tasks.

e Do you think there is an advantage or disadvantage when the flowchart is
included along with the code? Participants provided the following answers:

e “The flowcharts are helpful when | am confused about the code”.

e “When the code is long or has many nested conditions, | find flowcharts
easier”.

e ‘| can see the flow of the algorithm better in flowcharts, it is easier to follow the
flow there”.

e “For mathematical calculations, it is easier to follow the loops and to know in
which iteration you are in a flowchart. With the code | often forgot in which
iteration | am and the count”.

e “They are useful to test the result that you get in the code. | can be surer of my
answer”.

e ‘| got tired of looking at the code so | switched to the flowcharts”.

e ‘| looked at the flowcharts when | didn’t understand the code or when | forgot
the numbers”.

e ‘| didn’t use flowcharts because I’'m used to the code”.

e ‘| think that the code is enough, | didn’t need flowcharts”.

e ‘| have been programming only with code and | just don'’t like anything else”
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5.3 Hypotheses Testing

After summarizing the data, the hypotheses can be evaluated with significance tests.
These tests evaluate if there is a significant difference in the dependent variable after
varying the levels in the independent variable, as the difference could also occur
randomly. Significance tests, compute the conditional probability of having observed
the result under the assumption that there is no difference in the dependent variable
after varying the levels in the independent variable. If the conditional probability is
below 5 %, we can reject the assumption that there is no difference in the dependent
variable. This assumption is also known as the null hypothesis and the conditional
probability is referred to as the significance level or p-value [138]. The null
hypotheses for the study are presented and tested below:

H,1: Participants do not refer to flowcharts in addition to code snippets.

Visual attention analysis indicates that participants referred to flowcharts for 30.98 s
on average. This represents 25.47% of the total fixation time over the stimulus when
a flowchart is present in addition to code snippets. Therefore, the null hypothesis H,1
is rejected.

H,2: There is no significant difference in response time of comprehension
tasks due to the use of flowcharts.

Response time analysis indicates that participants completed comprehension tasks
in 119.59 s with code snippets alone, and in 160.57 s when flowcharts were used.
This represents an increase of 34.26 % over the mean response time. Therefore, the
null hypothesis H,2 is rejected.

H,3: There is no significant difference in correctness of comprehension tasks
due to the use of flowcharts.

The correction rate for comprehension tasks with code snippets alone is 0.5%. For
comprehension tasks when flowcharts were used, the correction rate is 0.68%. A
Chi-square test is applied to find out if there is a significant difference between these
values. A significance level of 0.04819 is obtained (Chi2 = 3.9032). Using the Phi
formula, the effect size is calculated as 0.4. As the significance level is greater than
0.05 and the effect size suggests a moderate relationship between the presence of
flowcharts and the correctness ratio, the hypothesis H,3 is rejected.
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H.4: There is no significant difference in cognitive load during comprehension
tasks due to the use of flowcharts.

EEG data analysis indicates that participants had a mean cognitive load of 0.66
during comprehension tasks with code snippets alone, and 0.65 when flowcharts
were used. Furthermore, boxplots in Figure 5.3 show that there is no significant
difference between the treatments. Therefore, the null hypothesis H 4 is accepted.

H,5: Participants do not prefer flowcharts in addition to code snippets.

During the post-interview 7 out of 11 participants stated to prefer flowcharts in
addition to code snippets. Therefore, the null hypothesis H,5 is rejected.

5.4 Answer to the Research Question

The research question was formulated in the methodology as follows:

RQ: What is the Effect of Flowcharts on Code Comprehension of Novices?

After analyzing the data and testing the hypotheses, it is possible to answer the
research question as: Novices may use flowcharts in addition to code snippets as
part of their code comprehension process and this could potentially improve the
correctness ratio without incurring additional cognitive load burden, although the
response time could increase. Furthermore, subjects’ preferences are in favor of
flowcharts in addition to code snippets.
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6 Discussion

Based on the results of the study as well as the confirmed and rejected statistical
hypotheses, the corresponding interpretation is presented in this chapter. In the
following subsections, the visual attention, response time, correctness, and cognitive
load results are discussed and related to the research question: What is the impact of
flowcharts on the code comprehension of novices? Lastly, the threads to construct,
internal and external validities are presented.

6.1 Visual Attention

The hypothesis related to this measuring factor was formulated in the methodology
as follows:

H1. Participants refer to flowcharts in addition to code snippets.

The Visual attention data showed that the fixation time over flowcharts was
significant. Flowcharts were used by participants in 31 out of 62 comprehension
tasks with a mean fixation time of 32 s. During these 31 comprehension tasks,
participants also fixated less time on the code snippets. This suggests that novices
would look for other resources besides the sole code snippets to understand the
algorithms and complete the tasks. Such behavior is related to a lack of
comprehension and problem-solving skills. If novices cannot understand the
algorithms written in a certain programming language, they would look for
alternatives or aids that could offer more information. The visual attention results
suggest that flowcharts could be a suitable and practical resource for novices when
they are confused about code snippets. Participants themselves stated that
flowcharts were a useful aid to visualize the flow of execution, especially when
algorithms were complex or long and that it was easier to perform calculations in
each iteration with flowcharts.

The visual attention data also shows that three participants did not use flowcharts at
all. It is possible that for these participants the process of understanding the
semantics of a new algorithm representation implied time or cognitive burden and
therefore decided to stick with the Java representation. Another possible explanation
is the categorization of novices by Felder and Silverman. According to [153], there
are two types of novices: visual learners and verbal learners. Visual learners prefer
pictures, diagrams, flowcharts, timelines, hands-on activities, and practical
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demonstrations. Verbal learners are more able to retain and recall more of what they
read and hear. It is possible, that participants who did not refer to flowcharts are
verbal learners who found text representations more suitable for their comprehension
process and consequently did not refer to flowcharts.

Results also indicate that participants fixated differently on flowcharts depending on
the algorithm they represent. For most algorithms, the fixation time over flowcharts is
important and consequently, the total fixation time over the stimulus is significantly
greater than the fixation time over code snippets alone. However, the flowcharts
representing the algorithms multiplicationByAdding, sumOfintervalNumbers, and
diffPosAndNegNumbers were not extensively used, and thus, the total fixation time
was not affected significantly. Interestingly the overall correctness rates for these
algorithms were also the highest. This could suggest that novices do not refer to
flowcharts when the algorithm complexity is low as the code snippet will be sufficient
to complete the comprehension tasks. However, further research is needed to study
the use of flowcharts considering code complexity.

During the analysis process of the eye-tracking data, three patterns of flowchart
usage could be identified. In the first pattern, fixation times over flowcharts and code
snippets are both significant. It is likely that the participants follow this pattern when
they have problems understanding an algorithm. The participant will switch from the
code snippet to the flowchart and vice versa looking for clues and information that
could reveal the algorithm's purpose. During the second pattern, the participant
focuses most of the time on the code snippet but still refers to the flowchart for a
considerable time. It is probable that the participant obtained a possible answer for
the comprehension task and used the flowchart to verify the answer or to confirm a
possible hypothesis. Finally, during pattern 3, the participant focuses most of the time
on flowcharts but some fixations occur also over code snippets. Likely, participants
followed this pattern after they completed several tasks and tiredness was present.
Flowcharts could be an alternative that alleviated fatigue or offered a more efficient
approach to solving tasks. Heatmaps of some comprehension tasks related to these
patterns are shown in Table 6.1.
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Pattern 1

Pattern 2

Pattern 3

Table 6.1 Usage Patterns of Flowcharts.

6.2 Response Time

The hypothesis related to this measuring factor was formulated in the methodology
as follows:

H2: Participants using flowcharts take less time to complete the tasks.

Results indicate that the difference in response time of comprehension tasks with
code snippets alone and comprehension tasks when flowcharts were used was
significant. Participants spent on average 34.26 % more time completing tasks when
flowcharts were used. This finding opposes the proposed hypothesis as a shorter

response time was expected instead. However, it is important to note that overall
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participants had to process more information as two representations of the same
algorithm were present in the stimulus. Visual attention results suggested that in most
cases both representations were used in conjunction rather than individually. As
noted in the previous section, this behavior likely occurs when novices have
difficulties understanding the algorithm. Novices could initiate two comprehension
processes in parallel with code snippets and flowcharts. In this case, they would try
to follow the algorithm flow with both representations switching back and forth when
they get confused or when they need more information. Eventually, some possible
answers could be obtained and the additional algorithm representation could be used
to verify the answer. If the verification fails, participants would continue this process
till a suitable answer is found. This is a time-consuming usage pattern, especially for
long or challenging algorithms. Additionally, participants stated to have a low
experience with flowcharts. Under these conditions, participants needed to get used
to the semantics of flowcharts and learn how to use them during the study. This could
introduce an additional time burden during the initial comprehension tasks with
flowcharts. Nevertheless, the additional time that novices spend with flowcharts in
addition to code snippets constitutes a fair tradeoff, if during this time they acquire the
appropriate mental models that lead to a more appropriate comprehension process.

6.3 Correctness

The hypothesis related to this measuring factor was formulated in the methodology
as follows:

H3: Participants using flowcharts answer with a higher correction rate.

The Chi-squared test showed that the difference in the correctness ratio of
comprehension tasks with code snippets alone and comprehension tasks when
flowcharts were used was significant. Participants answered with a correctness ratio
of 68% using flowcharts and 50% with code snippets alone. The 18% improvement
could be explained by different factors. First, as stated by participants, flowcharts
facilitated program comprehension by clarifying the flow of the algorithm, especially
in the selection or iteration blocks. Second, flowcharts were used to verify possible
answers, although this may introduce additional time burden, participants could
correct themselves in case a first wrong guess is made and refine the
comprehension process that could ultimately lead to a correct answer. Third, as
participants struggle to understand an algorithm, they refer to the flowchart looking
for clues or relevant information. Participants then could refer back to the code
snippets with additional insights and a clearer picture of the algorithm flow. This
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process could be repeated till a suitable answer is found. Although this is a
time-consuming pattern, it could prevent participants to skip the comprehension task
or submitting an incorrect response. These findings support the use of flowcharts as
a tool to enhance the weak comprehension skills of novices. The inclusion of
flowcharts in the comprehension process increases the opportunities and resources
that a novice has to understand an algorithm appropriately leading to a higher
correction rate.

6.4 Cognitive Load

The hypothesis related to this measuring factor was formulated in the methodology
as follows:

H4: Participants using flowcharts have a lower cognitive load when completing the
tasks.

The results suggest that the difference in the cognitive load during comprehension
tasks with code snippets alone and comprehension tasks when flowcharts were used
was not significant. This indicates that the increase in the comprehension process
time in novices due to the use of flowcharts does not induce a higher cognitive load.
This is especially important as participants used flowcharts when they struggled to
comprehend an algorithm. Using different strategies novices could answer
comprehension tasks with a higher correctness ratio without incurring additional
cognitive load. Moreover, although most of the subjects were not familiar with
flowcharts, they learned how to use them during the experiment. This is a clear
advantage of visual representations, as novices could understand the semantics of
different symbols and how their composition depicts an algorithm without fatigue. The
small learning curve of flowcharts makes them a practical alternative to communicate
the flow of an algorithm.

6.5 Flowchart Preferences

The hypothesis related to this measuring factor was formulated in the methodology
as follows:

Hb5: Participants prefer to use flowcharts in addition to code.

Results showed that participants prefer flowcharts in addition to code snippets.
During the post-interview, seven out of eleven participants stated that they preferred
comprehension tasks when flowcharts are present. These claims have been
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confirmed during the analysis of the visual attention data. Although, it was found that
each participant used flowcharts to different degrees during the experiment. Some
participants used them extensively, while others only in a few tasks. Moreover,
participants stated to have solved comprehension tasks faster when flowcharts were
available. After analyzing response times, data suggests that participants spent more
time solving comprehension tasks with flowcharts. The subjective complexity of the
algorithms probably decreased when flowcharts were used, which could explain their
statements regarding time response. Participants also mentioned various advantages
that flowcharts offered during the experiment, i.e., they illustrate easily the flow of the
algorithm, they could be used to verify possible answers, and they assist in the
understanding of confusing code. These statements relate to the results, as
participants achieved a higher correction rate when flowcharts were used. The
acceptance and approval of flowcharts by novices was significant, and generally
constitute a valuable tool to mitigate the problems related to weak comprehension
skills in novices.

6.6 Threads to Validity

Threats to validity are circumstances or problems that may challenge the veracity of
the conclusions. They are identified as threats due to their possible consequences,
since they could lead to reach partially or totally wrong conclusions.

6.6.1 Construct Validity

Construct validity refers to the degree to which we can be sure we are measuring
what we set out to measure [138]. After processing the eye-tracking data it was
observed that for some participants the gaze position was slightly shifted to one
direction. This situation is related to the use of glasses which could not be controlled
during the experiment. However, during the preprocessing the gaze data was
reviewed and adjusted to fit the correct offset, though some fixations could have been
lost during this process. Similarly, EEG signals are sensitive to noise and other
electrical signals from the body. This is why filters and further processing is
necessary to perform a suitable analysis. Unfortunately, the removal of unwanted
artifacts also distorts signals of interest [155]. This could affect the measurement of
the cognitive load of subjects. However, ICA processing is known to be one of the
most effective methods to clean EEG signals and valid results can be assumed [152].
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6.6.2 Internal Validity

Internal validity is concerned with causation, i.e., whether the results can indeed be
attributed to differences between treatments [138]. An important effect of stress and
fatigue could be present at the time of the experiment. This is especially important if
students have a high academic workload. However, most of the data were collected
before and after the exam period to mitigate this effect. Furthermore, room
temperature could also have influenced participant performance as data collection
happened during summer. Some participants stated to be uncomfortable due to the
high temperatures. Unfortunately, it was not possible to control room temperature as
there was no air conditioning available in the experiment room. Similarly, the age of
participants was used to control the intelligence and problem-solving ability
differences between participants. As the age of the participants was similar, probably
a more robust control method should have been used to mitigate this confounding
factor. Nevertheless, all participants were undertaking a computer science-related
degree that has similar requirements for admission, such as performance in prior
studies.

6.6.3 External Validity

External validity refers to the generalizability of the results, namely whether they can
be expected to hold beyond the specific experimental conditions that were used
[138]. Short code snippets were considered as these are the type of code novice
programs would deal with in introductory programming courses. Nevertheless, some
specific types of applications could require longer programs. Additionally, when real
code is considered, a certain level of domain knowledge is often required. In this
experiment, it was assumed that novice programmers would not have a large amount
of domain knowledge which is acquired mostly with experience. Still, in some cases,
domain knowledge is strictly needed and it could be taken into account in future
work. Additionally, only Java programming language was considered, as this is one of
the most common languages taught in universities [140]. However, as the code
snippets included mostly simple control structures, the effect of changing program
languages would not be significant.
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7 Conclusion and Future Work

Computer science students face different difficulties during introductory programming
courses. In particular, a lack of problem-solving skills is an evident weakness in
first-year students [9]. Research has shown, that novices do not have the appropriate
mental models that allow them to translate problem specifications into working
programs. Additionally, novices have difficulties describing the flow of the algorithms,
its purpose and output [10]. The motivation of conducting this research was precisely
to investigate ways to improve the problem-solving skills of novices by providing an
accurate mental model through algorithm visual representations.

Many studies have demonstrated the potential that structured flowcharts have in
helping novices develop conceptual knowledge and problem-solving skills [15].
Following this line of research, a controlled experiment was conducted including
Eye-tracker and EEG devices. These technologies provided additional insights into
the effect of algorithm visual representations on program comprehension. During the
study, novices completed comprehension tasks with code snippets alone and with
flowcharts in conjunction with code snippets. Novices’ fixation time, cognitive load,
response time, correctness, and subjective preference of flowcharts was evaluated
accordingly.

Visual attention results indicated that flowcharts were indeed used by novices during
the program comprehension process. This suggests that computer science students
may accept and adopt flowcharts as a visual aid in program comprehension.
Moreover, the inclusion of flowcharts extended the overall fixation time and
consequently the response time of tasks. It is very likely, that during the additional
time, novices could develop appropriate mental models that led them ultimately to a
correct understanding of the program. It was found that the correctness ratio
improved by 18 % when novices used flowcharts. This corroborates the advantages
and opportunities that novices have studying algorithm visual representations in
addition to code snippets. Furthermore, participants' subjective preferences are
largely in favor of flowcharts. During the post interview, participants expressed that
flowcharts facilitate the visualization of the algorithm flow and the comprehension of
confusing algorithms. Hence, this study concludes that flowcharts could be an
effective visual assistance during program comprehension of novices. Nevertheless,
additional research is necessary to further study the benefits of algorithm visual
representations in introductory programming courses:
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Study of flowcharts on code comprehension with different levels of code
complexity and programming experience.

Study of flowcharts on code comprehension in a pre a post studying design
with EEG and Eye-tracker. The treatment could consist in the inclusion of
flowcharts in introductory programming courses.

Development and empirical evaluation of programming environments based
on flowcharts that support the generation of correct source code in modern
programming languages.

Study of the effect of flowcharts on other concepts of software engineering
such as software architecture design.

Study of the effect of different UML diagrams on code comprehension.
Inclusion of different tools and methodologies to measure program
comprehension: FMRI, recall, think-aloud protocols, debug-tasks.
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